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[bookmark: _Toc468464947]Document Overview
[bookmark: _Toc468464948]Document purpose
[bookmark: _Toc449691943][bookmark: _Toc450849488]This document supports and augments the service management requirements set out in the HSCN Obligations Framework.
[bookmark: _Toc449691944][bookmark: _Toc450849489][bookmark: _Toc468464949]Intended Audience
The intended audience for this document is:
HSCN Suppliers
NHS digital service management
HSCN delivery programme
[bookmark: _Toc450849490][bookmark: _Toc468464950]Related Documents
This document should be read in conjunction with the following: 
HSCN Solution Overview
HSCN Operational Design Overview
HSCN Obligations Framework
CN-SP Deed
HSCN Mandatory Supplemental Terms
HSCN Compliance Operating Model
[bookmark: _Toc468464951]Document structure
This document is structured to align to the primary headings in the service management tab of the HSCN Obligations Framework. Under sections within this document where it is stated ‘No supplementary information is provided’ this means the related obligations in the HSCN Obligations Framework document do not require any templates or supporting information and can be read independently. If the HSCN Obligations Framework is changed (subject to change control) the sections within this document will be updated appropriately. 
[bookmark: _Toc468464952]Items of note
[bookmark: _Toc449691945]Capitalised terms within this document should, so far as possible, be interpreted consistently with the defined terms tab of the  HSCN Obligations Framework.

[bookmark: _Toc450849492][bookmark: _Toc468464953]Deployment of Service and Service Assurance (SMDSA)
Service Acceptance Criteria for deploying services will be agreed between the CN-SP and the HSCN Consumer. In the absence of any Service Acceptance Criteria being contracted in the HSCN Consumer Contract, the CN-SP and HSCN Consumer can use the following guidance template which provides example criteria if they consider it to be appropriate. 


[bookmark: _Toc450849493][bookmark: _Toc468464954]Service Integration and Service Management (SMOP)
[bookmark: _Toc468464955][bookmark: _Toc449691967]Escalation and Complaints process principles
CN-SPs shall operate escalation and Complaints processes and these shall comply with the following principles:
The party raising the escalation or Complaint shall be kept informed of progress at an appropriate interval as agreed with the party raising the escalation;
All escalations and Complaints shall be managed to an appropriate conclusion with agreed remedial actions to prevent reoccurrence;
Escalations and Complaints shall not be closed without the agreement of the party that raised them;
Details of all escalations and Complaints shall be retained on the audit trail for a period of two years; and
Activity should be undertaken by the party against whom the Complaint was made in order to minimise the re-occurrence of the issues underlying reported escalations and Complaints.
[bookmark: _Toc468464956][bookmark: _Toc450849497]HSCN Estate Data definition
HSCN Estate Data shall be provided by CN-SPs using the CCS “RM1045 MISO Data Template”, an example of which is embedded below. 


[bookmark: _Toc464051701][bookmark: _Toc464593710][bookmark: _Toc468464957]Service levels and Service Management Standards
CN-SP minimum service levels
[bookmark: _Ref464830249]Service Level metrics
CN-SPs shall comply with the minimum service levels set out in this paragraph 3.3.1.1 when delivering HSCN Connectivity Services. 
These service levels apply during the Service Hours which are contracted between the HSCN Consumer and the CN-SP. 






	Description
	Minimum Service Level 
(during contracted Service Hours)
	Obligation Reference

	Availability
	See TOPS Section of the Technical & Security Obligations
	TOPS 


	Severity 1 incident resolution time
	5 Hours
	SMINC

	Severity 2 incident resolution time
	8 Hours
	SMINC

	Severity 3 incident resolution time
	Fix times to be agreed between HSCN Consumer and CN-SP
	SMINC

	Severity 4 incident resolution time
	Fix times to be agreed between HSCN Consumer and CN-SP
	SMINC

	Severity 5 incident resolution time
	Fix times to be agreed between HSCN Consumer and CN-SP
	SMINC

	Network latency
	See TOPS Section of the Technical & Security Obligation
	TOPS 


	Network jitter
	See TOPS Section of the Technical & Security Obligations
	TOPS

	Packet delivery
	See TOPS Section Of the Technical & Security Obligations
	TOPS



[bookmark: _Ref464830307]Service Level measurement
Service Levels shall be calculated in accordance with this paragraph 3.3.1.2.
Availability Measurement
[bookmark: _Ref56591058][bookmark: _Ref59542092][bookmark: _Ref56495843]The availability measurement is applicable to the service boundaries as described in technical obligation TOPS13a of the HSCN Obligations Framework. 
Availability shall be measured using the statement set out below (and in the document ‘Telecommunications Systems and Services’ Chapter 5: Availability, Paragraph 96,) and be reported on a monthly basis to the HSCN Authority using the HSCN Performance Report template provided in section 10.1:
Availability % = ((Total – To) / Total) x 100 
To = the total duration (in minutes) of all outages 
Total = the total minutes in the consumers contracted service, within a monthly period 
Incident resolution time Measure
This is measured for each Severity Level (as defined in paragraph 4.1) separately using the measurement methodology provided by the CN-SP and included in the HSCN Consumer Contract.
Network Performance Measurement
To be measured using the following methodology:
Test messages of 200 packets should be sent every 15 minutes, for each pair of end-points being monitored (PE and Peering Exchange Network router). In total, 19200 packets should be sent in a 24-hour period during contracted Service Hours for each pair of end-points being monitored.  Where measurements are taken over QoS service classes then the results should be aggregated. The mean average should be achieved, which provides figures for:
Network latency and Jitter Performance; and 
Packet delivery 
Network latency and Jitter Performance
Two-way Active Measurement Protocol (TWAMP) shall be used when measuring network performance. 
In line with TOPS9 / TOPS10, network latency and jitter shall be:
The two-way latency for that 24-hour period in contracted Service Hours
The jitter for that 24-hour period in contracted Service Hours
Packet delivery
In line with TOPS11, packet delivery shall be:
The packet loss for that 24-hour period in contracted Service Hours
All daily figures will be aggregated to a complete month, this will then be divided by the total number of days within that monthly period to provide an average figure.
Service Coordinator (SC) interaction KPIs
The following KPIs are applicable to Consumer Network Service Provider (CN-SP) interactions with the Service Co-ordinator. 
	Title
	Description
	KPI

	
HSSI Referral Service Level
	The time allowed to notify the Service Co-ordinator of the occurrence of a new HSSI, commencing from the time at which the CN-SP is made aware of the HSSI and ending at the time at which the CN-SP commences describing the HSSI to the Service Co-ordinator. 

	20 minutes for all HSSIs

	HSSI Update Service Level
	The frequency at which the NSP shall provide the SC with status updates on HSSIs, which shall commence when the HSSI is reported to the SCand shall continue until the HSSI is resolved. 

	every 60 minutes for Severity Level 1 Incidents 

	Provision of HSCN Estate Data
	The time taken to provide a complete and up to date HSCN Estate Data to the HSCN Authority (or its representative).

	10 working days from the end of each calendar month

	Provision of HSCN Performance Report
	The time taken to provide a complete and up to date HSCN Performance Report to the SC. 

	10 working days from the end of each calendar month

	Network monitoring toolset availability
	The provision of the network monitoring capability set out in Obligation SMNMA1, where it shall be deemed available if the HSCN Network Monitoring Information is accessible by the HSCN Authority and/or the SC.

	Available 24x7x365 Excluding CN-SP planned downtime




[bookmark: _Toc468464958]HSCN Incident reporting and management approach (SMINC)
[bookmark: _Toc468464959]Incident Severity Levels
The following Incident Severity definitions shall be used by NSPs as Incident Severity setting guidance.
Severity Level 1
Loss of interconnect between a CN-SP and the internet that results in a loss of connectivity for one or more HSCN Consumers
Loss of interconnect between a CN-SP and a Peering Exchange Network Provider that results in a loss of connectivity for one or more HSCN Consumers
Any HSCN Consumer service that is isolated from a CN-SP network
Any network security incident as defined by CAS (T) or within a CN-SP’s service boundary 

Severity Level 1 Resolution time SLA: <5 hours
Severity 2
Loss of all resilience for the HSCN Consumer
Loss of all resilience between CN-SP and the Internet
Loss of all resilience between a CN-SP and the Peering Exchange Network Provider
Network performance degradation impacting all available connections to multiple HSCN Consumers 
Prevents a significant number of end users from working and where no workaround exists; 
Has a critical impact on the ability of the HSCN Consumer to carry out its statutory obligations; 
Causes major financial loss to the HSCN Consumer; and/or 

Severity 2 Resolution time SLA: <8 hours

Severity 3 - Severity definitions to be agreed between the HSCN Consumer and CN-SP.
Severity 4 - Severity definitions to be agreed between the HSCN Consumer and CN-SP.
Severity 5 - Severity definitions to be agreed between the HSCN Consumer and CN-SP.
CN-SPs will define the 3-5 severity settings directly in the contract with their HSCN Consumers. CN-SPs will apply as a minimum the resolution times detailed within the Service Level metrics section 3.3.1.1 above to all incidents which fall within the definitions of Severity Level 1 or Severity 2 Incidents.  
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[bookmark: _Ref451155611][bookmark: _Toc468464960] HSSI Minimum Dataset (MDS) definition
The following MDS shall be used to raise and provide updates to the SC for HSSIs.
	No.
	Data Item
	Guidance

	1
	Agreed severity
	The agreed severity of the incident between the HSCN Consumer and CN-SP.

	2
	Supplier unique Reference Number
	A URN for Suppliers that can be used by the SC to record incidents against a CN-SP.

	3
	The associated NSP unique Incident reference number
	This is the unique reference number that will have been generated by the NSP toolset of choice and issued to the originator.

	4
	Description of the incident
	This is a brief description of the issue being experienced by the HSCN Consumer

	5
	The date / time the incident record is raised, resolved and closed.
	All timing points should be provided to the SC through the incident lifecycle and will be logged in the SC’s toolset of choice.

	6
	Business impact.
	What is the business impact that the HSCN Consumer is experiencing at the time of raising the HSSI?  Does the HSCN Consumer have a workaround? Is the site isolated?

	7
	The affected service
	What is the service affected? Primary HSCN link? Primary and Secondary HSCN link? Multiple consumers? A specific geographical location?

	8
	The incident originator
	What is the name of the consumer raising the incident? What is the site name i.e Trust name, GP Practice?

	9
	Any incident numbers assigned to other organisations
	Have any other 3rd party suppliers been approached to assist as part of the incident lifecycle?  If yes, what are the related reference numbers?

	10
	Agreed next update time
	The SC will agree a next update time with the NSP provider.  The current model would be every 60 minutes until resolved for a Severity Level 1 incident. 

	11
	Progress/resolution notes detailing the activities that have been implemented as part of the investigation or resolution of the Incident.
	This information is pertinent during the lifecycle of the incident.  The NSP provider should inform the SC at agreed timescales details of incident progression and resolution information.  This will be entered into the SC’s toolset of choice. 

	12
	The individual or team within the CN-SP's organisation responsible for resolving the Incident.
	This will manage the expectations of the SC when resolution information has been provided.  This will be logged in the SC’s toolset of choice.



[bookmark: _Toc468464961]HSSI Process 
New HSSI
It is expected that the majority of Incidents will be raised by CN-SPs and will come from HSCN Consumers / their local service desks. However, other NSPs as well as the SC may also raise Incidents.
Once the NSP receives a call, from the CNSP or NSP's authorised consumer contact they shall review and confirm that it was not a local issue that caused the Incident. If the consumer site confirms there was a local issue the NSP is not required to report the incident to the SC. This shall be categorised as a local issue. Where it is established that there is no local issue, the NSP shall log Severity Level 1 incidents through to the SC. The NSPs shall ensure that the relevant CN-SPs have sufficient information to communicate HSSI impacts and resultion forecasts out to their relevant HSCN Consumers.
On accepting an incident as Severity Level 1, the NSP will record the incident and make all necessary / immediate arrangements to trigger work to resolve the issue. The NSP will then contact the SC by telephone and provide a minimum dataset (as per HSSI Minimum Dataset).
On receipt of the information the SC will capture / record all HSSI information (as per the HSSI Minimum Dataset). 
For all Severity Level 1 Incidents the SC will contact the NHS Digital Service Bridge and provide all HSSI information (as per the HSSI Minimum Dataset). The HSSI Minimum Dataset can be seen in section 4.3.
The process flow diagram on the following page shows is a representation of the narrative description above.










NSP HSCN HSSI Referal Service Level: The NSP should raise a HSSI to the SC within the NSP HSCN HSSI Referal Service Level as set out in section 3.3.2 above following all activity and necessary actions to progress and resolve the Incident.
Open / Active HSSI
Until the HSSI is resolved the SC will be provided updates by NSPs. 


HSSI Update Service Level: NSPs are obliged to update the SC until HSSI are resolved, every 60 minutes for all Severity Level 1 incidents. 
Closure Process for HSSI
Upon the resolution and closure of Severity Level 1 HSSIs, the NSP shall provide a fully completed HSSI Report, the form of which is set out at paragraph 4.5 below to the SC within 10 days of the HSSI closure. The SC will review the HSSI Report, ensuring that it complies with defined quality criteria. If the report does not comply it will be returned to the NSP for re-submission, this resubmission should occur within the following 24 hour period. Upon receipt of an accepted HSSI Report, the SC will store / record the information to be used to analyse HSSI incidents – with the intent to identify areas of opportunity / service improvements.




[bookmark: _Toc450849504]
Clinical Safety Incidents
HSCN Consumers will advise their NSP if they are reporting a Clinical Safety Incident using the below definition. NSPs will then report these incidents as Clinical Safety Incidents to the SC.
The NHS Digital definition of a Clinical Safety Incident is: any unintended or unexpected incident which could have, or did, lead to harm for one or more patients receiving healthcare. Where harm is defined as: death, physical injury, psychological trauma and/or damage to the health or well-being of a patient. 
[bookmark: _Toc449691951]Multi Supplier Intervention (MSI)
Any NSP can ask the S C to intervene in incidents where multiple suppliers are involved and  they have made every reasonable effort to resolve an Incident. The following process diagram shows the set-up of the MSI.


[bookmark: _Toc450739883][bookmark: _Toc450739941][bookmark: _Toc450739884][bookmark: _Toc450739942][bookmark: _Toc450739885][bookmark: _Toc450739943][bookmark: _Toc450739886][bookmark: _Toc450739944][bookmark: _Toc450739887][bookmark: _Toc450739945][bookmark: _Toc450739888][bookmark: _Toc450739946][bookmark: _Ref451236867][bookmark: _Toc468464962]HSSI Report template
Upon the successful closure of a HSSI, the NSP shall complete a HSSI Report using the following template 




[bookmark: _Toc468464963]Complaints raised via the SC
NSPs shall use the form below to raise a Complaint with the SC and shall submit the same via email. 


The Complaints process is outlined below.


[bookmark: _Toc468464964]HSCN Problem management approach (SMPRO) 
A definition of the HSCN Problem Record Minimum Dataset is included within the HSSI Report template in section 4.5.
Each Problem Update shall include:
a description of the actions planned and/or taken with the objective of fixing the Problem with dates against each action and the action owner;
where a Problem has been fixed, a description of the Problem fix and how it has been proven that the fix corrects the Problem;
where a Problem is not fixed permanently, a description of the work-around and how it has been proven that it resolves the service failure associated with the Problem.
[bookmark: _Toc468464965]HSCN Change management approach (SMCHA)
[bookmark: _Ref451158662][bookmark: _Toc468464966]HSCN Authority Forward Schedule of Change definition
The attached HSCN Authority Forward Schedule of Change template shall be completed when submitting details of Consumer Impacting Changes. A guidance worksheet is included for more information on completing this document.


[bookmark: _Toc468464967]Request for Change (RFC) 
RFC template
The attached HSCN request for change template shall be completed by CN-SPs when submitting details of changes, when requested by the SC for the HSCN Authority. This template will also be used by the HSCN Authority when raising changes for HSCN impact assessment. A guidance worksheet is included for more information on completing this document.

	


RFC process

NHS Digital notification of Change
Where NHS Digital requires CN-SPs to impact assess changes, the following request for change (RFC) process shall be used.


NHS Digital issue a communication to the SC regarding a national change.
The SC reviews the change detail and communicates the change to the Network Service Providers (NSPs)
The NSPs receive the change and review the detail. The change is either accepted or comments / queries are submitted to the SC.
The SC receives responses from the NSPs; the responses are collated and communicated to NHS Digital.
NHS Digital receive the NSP responses; acceptances are filed and any comments or queries are internally reviewed and responded to accordingly or the change detail updated.
Responses to comments and queries are sent via the SC to the NSP as appropriate.
NHS Digital chair a change advisory board (CAB); the SC attends on behalf of the NSPs.
Any outstanding queries are discussed at the CAB by exception; with the SC communicating discussion detail to the NSP/s as appropriate. 
Once the RFC is approved, the NSPs will carry out the change in accordance with the RFC.
[bookmark: _Toc468464968]HSCN Authority Forward Schedule of Change
The HSCN Authority Forward Schedule of Change will be in the format of the example embedded below.


[bookmark: _Toc468464969]HSCN Release management approach (SMREL)
No supplementary information is provided.
[bookmark: _Toc468464970]Continual Service Improvement approach (SMCSI)
No supplementary information is provided.
[bookmark: _Toc455987939][bookmark: _Toc468464971]HSCN continuity management  (SMBCDR)
No supplementary information is provided.
[bookmark: _Toc464051718][bookmark: _Toc464593726][bookmark: _Toc463943351][bookmark: _Toc463943390][bookmark: _Toc464051719][bookmark: _Toc464593727][bookmark: _Toc464051720][bookmark: _Toc464593728][bookmark: _Toc464051721][bookmark: _Toc464593729][bookmark: _Toc464051722][bookmark: _Toc464593730][bookmark: _Toc464051723][bookmark: _Toc464593731][bookmark: _Toc464051724][bookmark: _Toc464593732][bookmark: _Toc464051725][bookmark: _Toc464593733][bookmark: _Toc464051726][bookmark: _Toc464593734][bookmark: _Toc464051727][bookmark: _Toc464593735][bookmark: _Toc464051728][bookmark: _Toc464593736][bookmark: _Toc464051729][bookmark: _Toc464593737][bookmark: _Toc464051730][bookmark: _Toc464593738][bookmark: _Toc464051731][bookmark: _Toc464593739][bookmark: _Toc463943354][bookmark: _Toc463943393][bookmark: _Toc464051732][bookmark: _Toc464593740][bookmark: _Toc463943355][bookmark: _Toc463943394][bookmark: _Toc464051733][bookmark: _Toc464593741][bookmark: _Toc463943356][bookmark: _Toc463943395][bookmark: _Toc464051734][bookmark: _Toc464593742][bookmark: _Toc468464972]Service performance management (SMPMGT)
[bookmark: _Toc468464973]HSCN Performance Report definition
CN-SPs shall provide performance data for each contract they hold with an HSCN Consumer that includes HSCN services. 
CN-SPs shall use the template embedded below for HSCN Performance Report submissions and shall supply the same using an email address provided by the SC.
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Level 2: HSCN Service Co-ordinator Closed HSSI
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HSSI Report.docx
		

		HSSI Report



		Ref: XXXXX











		Incident Created

Date / Time

		Incident

Reference

		Incident Severity

		Service Desk References

		Time of Initial Failure

		Resolution Date / Time

		Problem

Reference



		

Date of Incident 

		

Supplier Reference

		

Severity

		

Other Refs

		

Time issue occured

		

Time issue was resolved

		

List of all associated Problem References







		Incident Description & Investigations



		

A short summary of the Incident – ie the symptom experienced by the user and the sites affected.



E.g. 1. Users at the SDF reported they were unable to access XXX



E.g. 2.  Proactive monitoring detected…. 







This section should describe how the incident was identified, who was engaged and a full timeline of events during the investigations, including any lines of investigation which turned out not to be related. It should include any key decision points during those investigations, the timings and discussion points of any conference calls, along with detail of when communications were distributed if relevant.









		Summary of Impact



		

A description of the impact in business terms (ie what could not be done? Were users able to carry out required business functions?  How were users/patients affected?)



· Number of users/sites affected

· Number of extracts affected

· Duration of the Incident

· Duration of any down time

· The business functions that were affected



E.g. 1 All users at, site were unable to use function(s) in application name resulting in a delay to the production of the XXX extract.  



E.g. 2 All users at the SDF were suffering slow response using functions in application name resulting in an impact. Due to the nature of the fault, with agreement from the customer (Name) downtime was arranged while the resolution activity was implemented. 



E.g. 3. A back ground process failed causing the required item to be unavailable to the department resulting in work process being delayed / unavailable. The background process had to be run during the day resulting in poor performance for users doing functions in application until it completed. 



· 25 users affected

· Incident Duration dd/mm/yyyy hh:mm finish dd/mm/yyyy hh:mm

· The system was down from dd/mm/yyyy hh:mm until dd/mm/yyyy hh:mm resulting in a hh:mm minute outage. 

· Poor system performance from dd/mm/yyyy hh:mm until dd/mm/yyyy hh:mm



NB – in the event of Poor Performance an indication of the expected or normal performance and the actual performance during the incident should be included.  









		Resolving Activity



		

What was done to resolve the Incident? Was this a permanent fix or a work around? 



Describe the permanent Fix if known.



If it is a work around:

Give details of the workaround, the business impact on the users of using the workaround and the business impact of reverting to normal operation.

· Can this be used again?

· Is there a knowledge article to be created?

· Is it automated or Manual?

· How was it implemented? (e.g. a change etc)

· What are the implications of maintaining the workaround including the implications of reverting to BAU if the workaround is left in place for a significant length of time? (E.g. Switching to a resilient site).





Included if DR or IT Continuity measures were considered (where applicable):

· Where DR was considered give details of what was considered and the basis on which the decision was taken.  

· If DR is implemented provide details of timings, business impact of implementing and using the DR procedures and the business impact of reverting BAU service provision



E.g. 1. Agreement was reached with the users to restart the application server at hh:mm. Access was restored at hh:mm and verified with the users at hh:mm. 



E.g. 2. As per the documented work around provided by supplier (or from problem record nnnnn) the work around was implemented. 



E.g. 3. Change nnnnnnnn was raised to implement a configuration update / patch / activity. 









		Root Cause Investigations / Follow Up Activities



		

Root cause should examine the processes, changes, events and technical failures that caused the problem. These may include volumetric changes, procedural changes, technical changes, hardware failures, user issues etc. This event occurred as soon at the site went live (and possibly during the deployment). Lessons learnt from the process relationship area, did the interactions work or can they be improved? Communications etc should be reviewed as part of the RCA not just the Technical items.



If the technical root cause can be found, ask what caused the technology to be in that state? Human error, process failure, unexpected volumes, hardware fault, bugs, reference supplier knowledge base etc. 



Where the cause is “unknown”. If there was resolution action carried out by a specific resolver team then there will be an area of responsibility for that team. Actions to resolve an incident should be taken on the basis of some investigative work and on that basis there should always be an indicator of the cause. If it truly is “unknown”, Provide details of system areas that have been investigated and why these areas have been discounted, give an indication of the suspect areas and the approach the resolver team will be taking to investigate the cause with more action planning in the Actions below.  In theory, each symptom should be able to be mapped to a finite set of components and this should be the place to start investigation. 





All actions to have timescales and owners. 

The owner should always be an individual on the resolver teams Org chart.

Where applicable indicate which process will run the action (eg CSIP, Problem Process etc and quote all reference numbers). 

Include references to the suppliers that are involved where applicable.

If a workaround was implemented what is the timetable for providing a full solution?  



If SLA targets were breached, indicate any additional actions that are required to ensure targets are not compromised in the future.














The following table should be used to add problem statements associated to closed HSSIs and to provide updates on active problems.



		No.

		Data Item

		Guidance



		1

		The Problem Record Reference number 

		A unique reference number for the Problem Record raised by the AC-SP



		2

		Date and Time

		The date and time the problem record was opened by the AC-SP



		3

		Associated HSSI reference number

		This is the HSSI reference number that was originally raised which triggered this problem record to be raised



		4

		Title

		A short description of the problem



		5

		Detailed Description

		A detailed description of the problem being experienced. 



		6

		The affected service	

		What is the service affected? Primary HSCN link? Primary and Secondary HSCN link? Multiple consumers? A specific geographical location?



		7

		Risk and Impact Statement

		This section should include the impact caused to the end consumer; what impact is it having on the consumer’s business processes? Is there a risk of business impact until the root cause is identified and a permanent fix is resolved?



		8

		Workaround

		Is there a temporary workaround in place to resolve the incident from reoccurring? What activities does the consumer have to carry out to avoid experiencing the incident again? What activities does the AC-SP need to carry out to avoid the consumer experiencing the incident again?



		9

		Root Cause Analysis

		A description of the root cause which is causing the incidents to reoccur 



		10

		Progress/resolution 

		Notes detailing the activities that have been implemented as part of the investigation or resolution of the Problem record
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Complaint to NSI



Name of complainant ………………………………………………………………………

Company …………………………………………………………………………………….

Contact detail

Telephone …………………………………………………………………………………..

Email …………………………………………………………………………………………

Date and time ……………………………………………………………………………….



Complaint detail

Name of organisation / person complaint refers to …………………………………….

……………………………………………………………………………………………….

Detail of complaint …………………………………………………………………………

……………………………………………………………………………………………….

……………………………………………………………………………………………….

……………………………………………………………………………………………….

……………………………………………………………………………………………….

……………………………………………………………………………………………….

Does complaint relate to an incident / problem record (of so incident / problem number)

………………………………………………………………………………………………..

Date and time of occurrence ………………………………………………………………
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Phase

Issue identified /

Complaint raised

Receive complaint /     

verify and record 

Receive complaint and 

discuss with complainant

[Clear]

[Not

Accepted]

Feedback to

Complainant

Receive feedback

Send complaint to the 

subject of the complaint

Within 24hrs

Discuss complaint 

& resolve issues

[Resolved]

[Not

Resolved]

Within 10 days

Advise SC to close

complaint

Close complaint

Record information 

Meeting with all parties,

create plan / resolve issue 
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HSCN FSC Template.xlsx
HSCN FSC

		Supplier  		Suppliers Change No.		Service 		Description		Category		Impact		Start date and time		Finish date and Time		Start 
of Downtime		End 
of Downtime		Downtime Duration

























Helptext

		Supplier		Supplier Change No.		Service		Description		Categorisation		Impact		Start Date andTime		Finish Date and Time		Start 
of Downtime		End 
of Downtime		Downtime duration

		Supplier Name/Organisation		Supplier RFC Number		Service or product affected e.g. PoP, Gateway		Meaningful summary of the change activity 		Consumer Impacting Change		Low, Medium or High		Start of change window provided in the following format: dd/mm/yyyy hh:mm		End of change window provided in the following format: dd/mm/yyyy hh:mm		Start of the downtime window provided in the following format: dd/m/yyyy hh:mm		End of the downtime window provided in the following format: dd/m/yyyy hh:mm		Total time for outage provided in the following format dd:hh:mm





		Change Categorisation:

		There are two types of RFC categorisation – Consumer Impacting and Emergency 




		RFC categorisation is an important part of the Change Management process as it is by this means that the level of assessment that the RFC needs to be subject to is determined. 

		Impact and Urgency of a change are factors that need to be considered when categorising a Request for Change.  



		Impact:

		Factors to consider when assessing impact are shown below:

		Service Outage				High

		Service Performance Degradation				High

		Service Fail Over Required				Med

		Single site/No resilience				Med

		Change in user/Service Provider experience				High

		Performance Improvement				High

		Performance Degradation				Med















Sheet3

		Impact						Categorisation

		High 						Consumer impacting

		Medium

		Low
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HSCIC RFC Template.xlsx
HSCN RFC





		HSCN Request for ChangeTemplate



								Supplier Name										Supplier name

								Supplier RFC reference number										RFC number

								Version No										Version of RFC, v1, v2



		Change Title (Concise)

		Title of the RFC 



		Change Detailed Description				A detailed description of the change/s to be applied to the Service under this RFC

		Justification				This section should detail supporting information as to why a consumer impacting or emergency change is required





		Implementation Date/Time				DD/MM/YYYY 00:00hrs

		Completion Date/Time				DD/MM/YYYY 00:00hrs

		 Planned Duration (Hours)				00:00hrs

		Service Affecting				yes/no - details of services affected should be included 

		Service Outage				yes/no details of which services will require an outage should be included 

		Outage start  Date/Time				DD/MM/YYYY 00:00hrs

		Outage end Date/Time				DD/MM/YYYY 00:00hrs

		Outage Duration (in hours)				00:00hrs



		Change Initiator				The person who is resonsible for the change

		Point of contact				The person who can be contacted in relation to this change including contact number and email address

		Category				Normal or Emergency



		What is the impact on service during the implementation of this change				Details of the imapct of the Servie to the consumer of the service and/or to the service provision to other NSPs





		How do you intend to mitigate above impact				This section should include any risk mitigation activities which form part of the RFC steps

		Risks				This section should detail the risks associated with implementing this RFC

		How do you intend to mitigate above impact				This section should include any risk mitigation activities which form part of the RFC steps

		Testing				This section should detail any testing that has been carried out to add assurance to the RFC



		Related Service Event (e.g. Incident/Problem/Change)				Is this change being raised to resolve or prevent an incident, problem? Include the details of the incidents, problems

		Service Event No (Incident/Problem/Change)				Related Incident, problem, change reference number

		Change Back Out Details				Describe details of the back out steps to return to a pre change baseline
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SC NHS Digital Network Service Providers (NSPs)

NHS Digital will chair a CAB which requires attendance, via phone, from the SC. 

At the point of the CAB; NHS Digital may not have received acceptance from all 

NSPs; however the CAB can be the mechanism to discuss any outstanding 

issues.

The SC is the only attendee as they are the contact point for communications to 

the NSPs.

A CAB is held to gain an understanding of the change and any associated impact 

on services.

E.g. if there is a national change to SPINE that clashes with local activity then 

the SC is the mediator between NHS Digital and the Supplier in question.

or 

If NHS Digital require more information on a local activity change.

Communicate 

details of national 

change

START

Receive details of 

national change

Review and 

communicate 

change to all NSPs

Receive national 

change details

Accept change 

or comments/

queries on 

change?

Receive acceptance

Prepare response to 

queries or update 

change detail as 

necessary

Receive 

acceptances

Receive NSP 

comments and 

queries

Receive comments/

queries to change 

and investigate

Chair Change 

Advisory Board 

(CAB)
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